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1. INTRODUCTION

Graphene exhibits remarkable electronic, optical, and me-
chanical properties.1 This phenomenal material has therefore
been ascribed a number of potential applications in electronic,
spintronic, sensor, and mechanical devices. Its electronic proper-
ties depend explicitly on the edge structure,2�4 which provides
an additional control parameter5 for the purpose of electronic or
spintronic property tuning. Haeckelite, on the other hand, is a
hypothetical planar carbon compound that is intrinsically me-
tallic, irrespective of its edge structure. Haeckelite’s structure can
be formally derived from graphene by periodical replacement of
hexagon pairs with pentagon/heptagon defects. It was discussed
in a number of previous theoretical studies6�10 but has never
been experimentally synthesized and characterized thus far, and
its formation mechanism is unknown. On the other hand, it is
apparent that heptagon�pentagon pairs are major constituents
of damaged or irradiated samples of graphene.11,12

In recent years, chemical vapor deposition (CVD) techniques
have begun to dominate the field of graphene synthesis (see, e.g.,
refs 13,14). TheCVDprocess is a highly optimized technique, and is
already well established in the synthesis of many other nanostruc-
tures, most notably carbon nanotubes (CNTs).15,16 In the case of
graphene CVD synthesis, a number of different transition metals
have proven to be catalytically active, with nickel being most
commonly employed.17�22 Despite practical advances in synthesis
techniques resulting from phenomenological growth models,

the atomistic mechanism by which graphene nucleates on catalyst
surfaces remains the topic of fierce debate. It is clear that carbon
solubility plays an important role: Ni generally has a higher C
solubility than, for instance, Cu. The role of carbide formation is
consequently well documented for Ni-catalyzed graphene
synthesis,17 whereas this is not so with respect to Cu.23 Tempera-
ture is equally important: Lahiri et al.24 reported low-temperature
conversion of a surface carbide to graphene below 460 �C, while at
higher temperatures carbon atoms23 [for instance on Cu(111) or
Ni(111)], C2 units25 [on Rh-YSZ-Si(111)], or linear carbon
chains26 [on Ir(111)] attach to graphene islands. Evidence was
found that graphene sheet growth on Ni(111),19,27 Ru(0001),26

and Ir(111)28 begins with carbon atoms adsorbed at step edge
defects, while it appears that graphene islands nucleate sponta-
neously on terraces in the case of Ir(111),28 Rh(111),29 and
Cu(111).23 Undoubtedly, Smoluchowski ripening via carbon-
island coalescence plays an important role in the graphene growth
process.28�30 Indeed, Wang et al. have recently identified actual
coronene-like C24 units as dominant islands undergoing surface
migration on Rh(111).29 Although much work has been done, a
systematic computational study investigating the role of metal�
carbon binding energy, carbon solubility, carbide formation,
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ABSTRACT:Quantum chemical molecular dynamics (QM/MD)
simulations of ensembles of C2 molecules on the Ni(111) terrace
show that, in the absence of a hexagonal template or step edge,
Haeckelite is preferentially nucleated over graphene as a meta-
stable intermediate. The nucleation process is dominated by the
swift transition of long carbon chains toward a fully connected sp2

carbon network. Starting from a pentagon as nucleus, pentagons
and heptagons condense during ring collapse reactions, which
results in zero overall curvature. To the contrary, in the presence
of a coronene-like C24 template, hexagonal ring formation is clearly
promoted, in agreement with recent suggestions from experiments. In the absence of step edges or molecular templates, graphene
nucleation follows Ostwald’s “rule of stages” cascade of metastable states, from linear carbon chains, via Haeckelite islands that finally
anneal to graphene.
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feedstock concentration, temperature, etc. for the formation
mechanism of graphene on metal surfaces clearly is timely.

Previous theoretical investigations of graphene nucleation at
step edges31,32 or terraces26,32,33 have either employed static
models (thereby neglecting irreversible dynamic processes oc-
curring during nonequilibrium growth), or captured only ultra
short dynamics of individual C�C bond formation in density
functional theory (DFT)-based molecular dynamics (MD)
simulations.34 We have therefore employed the quantum chemi-
cal MD simulations based on the computationally more eco-
nomical self-consistent-charge density-functional tight-binding
(SCC-DFTB) method.35 A similar methodology was previously
employed by us in the investigation of the nucleation mechanism
of single-walled carbon nanotube (SWCNT) caps on C2-covered
Fe38 nanoparticles.

36 With a plethora of different growth scenar-
ios described in the experimental literature, an atomistic MD study
needs to focus on a certain aspect of the growthmechanism. To this
end, we concentrated on the nucleation of the first sp2 carbon ring
systems from C2 molecules on a terrace, at a constant and rather
large 83.3 mol % of the carbon density of a perfect monolayer
coverage of the metal surface by a continuous sheet of graphene.
Lower concentrations did not yield any significant amount of sp2

network on time scales feasible for computer simulations. As will be
presented in section 3, we find that only Haeckelite spontaneously
nucleates as the result of a “pentagon-first” mechanism, and that a
template effect can be used to promote the direct formation of a
hexagonal graphene carbon network.

2. COMPUTATIONAL METHODOLOGY

All calculations were carried out using the DFTB+ program.37 The
SCC-DFTB wave function, energy, and gradient were computed “on-
the-fly” at each step of the dynamics. A fractional orbital occupation
Fermi�Dirac distribution was employed with an electronic temperature
(Te)

38,39 of 3000 K. This approach alleviated the convergence issues that
arose from the presence of many near-degenerate Ni d orbitals and
unterminated C bonds, and has been used by us previously in the context
of transition-metal catalyzed single-walled CNT (SWCNT) nucleation
and growth.40,41 It is noted here that Te = 3000 K is the highest
temperature at which the crystalline features of the Ni(111) surface were
maintained. At higher values of Te (up to 10 000 K) significant
deformation of the upper atomic layers in the Ni(111) slab was
observed. The equations of motion of nuclei were integrated using the
Velocity�Verlet algorithm,42 with the NVT ensemble being maintained
via a Nos�e�Hoover chain thermostat (chain-length 3)43 connected to
the degrees of freedom of the system. The nuclear temperature was
maintained at 1180 K throughout all simulations. The accuracy of the
transition metal�carbon DFTB parameters employed here have them-
selves been verified previously.44,45 The use of these Ni�C parameters
yields absolute errors (with respect to the B3LYP/SDD+6-31G(d) level
of theory) in bond lengths, bond angles, and dissociation energy barriers
on the order of 0.01�0.1 Å, 5�10�, and 10�20 kcal/mol, respectively. It
has been shown in several prior investigations4,46 that inclusion of multi-
reference effects in the quantum chemical method is crucial in the description
of small carbon clusters, such as acene chains and sheets. The DFTBmethod
itself is effectively a second order approximation to density functional theory,
and consequently multireference effects are only approximately considered
using a finiteTe. However, we anticipate, in the present context, the quantum
chemical method employed to be secondary in determining the formation
dynamics compared to other, more pertinent factors such as temperature,
carbon concentration, and the presence of a metal catalyst.
The four-layer Ni(111) model surface used in both models consisted

of 144 Ni atoms. Three-dimensional periodic boundary conditions

(PBC) were enforced on this model system during all simulations.
Adjacent Ni(111) surfaces were separated by a vacuum region of 10 nm.
Our treatment of PBC employed the Γ-point approximation
(supplementary simulations with increased k-point sampling showed
that such a sampling scheme was sufficient for this Ni(111) structure).
The SCC-DFTB optimized a, b, and c distances of this model surface
were 1.245, 1.245, and 0.652 nm, respectively. To study the role of the
template effect on graphene nucleation, we set up two different carbon-
containing model systems, named H and G systems. Ten replica
trajectories were run for both G and H models, labeled as lh-10h and
1g-10g, respectively. The H model system consisted of 30 C2 moieties
adsorbed in randomly chosen positions with randomly selected orienta-
tions onto 10 pristine Ni(111) surfaces, randomly chosen from the last 5
ps of a 10 ps annealing of this surface. This model system is a two-
dimensional analogy to our earlier study of fullerene formation.47 Each
C2 species was placed ca. 2.5 Å above the surface. The G model system
consisted of 18 C2 moieties adsorbed onto an optimized Ni(111)�C24

complex, where “C24” was a coronene-like carbon skeleton without
hydrogen atoms. The 18 C2 were randomly placed surrounding the C24

unit. The present models ensure that the total carbon densities were the
same in both systems (60 C). As noted previously, this is equivalent to
83.3 mol % of pristine monolayer graphene, which brings into question
the influence of the carbon concentration on the nucleation mechanism
itself. In that sense, the initial conditions employed here are certainly
somewhat too high. However, without a step edge, we found that lower
carbon concentrations do not allow nucleation of sp2 polygonal net-
works, at least on the time scales employed in the present simulations.
The initial velocities of the atoms in each individual trajectory were chosen
randomly, satisfying a Maxwell�Boltzmann distribution corresponding
to 1180 K. In order to study the dynamics and mechanism of nucleation,

Figure 1. Geometries of trajectories 1h-10h following 50 ps SCC-
DFTB/MD simulation.
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these initial structures for both models were annealed further in production
runs at 1180 K for a period of 50 ps. The initial structures of trajectories
1h-10h and 1g-10g are given in Figures S1 and S2, respectively (note that
prefix S indicates material given in the Supporting Information).

3. RESULTS AND DISCUSSION

We will first discuss the reaction observed in the C2-only H
model system. The structures of trajectories 1h-10h following
50 ps of SCC-DFTB/MD simulation are depicted in Figure 1.
Apparently, and somewhat surprisingly to us at first, many
defects such as four-, five-, six-, seven-, and even eight-membered
rings formed. Among these defects, 5�7 Thrower�Stone�
Wales defects are most frequently observed. Here taking trajec-
tory 6h as a reprehensive trajectory, we show the snapshots at 0,
2.5, and 50 ps in Figure 2a�c. Trajectory 6h is also featured in
Movie S1. The average populations of polygonal carbon rings
observed in trajectories 1h-10h are shown in Figure 6a as a
function of time (ring populations of individual trajectories
1h-10h are provided in Figure S3). It is immediate from these
figures that the high density of the C2 units initiated spontaneous
sp carbon chain formation, which was followed by an almost
instantaneous interchain reactive networking process during the
first 2.5 ps of annealing. Following this initial period of “reactive
network formation” was a more subdued period of annealing.
Themajority of carbon rings that were generated after 50 ps were
formed within the first 5 ps of simulation, although occasional
ring isomerizations are evident also at later stages in individual

trajectories. The carbon chain and network formation was highly
exothermic, as can be seen in the average Mermin free energy of
trajectories 1h-10h (Figure 3). In the case of trajectory 6h, this
very reactive period lasted not much longer than 0.5 ps. After this
period of Cn formation, Figure 2a�c shows that carbon ring
formation proceeded via the interaction of adjacent linear chains
on the Ni(111) surface. The presence of a Y-shaped junction,
formed between two adjacent carbon chains, preceded the
majority of ring formation events observed in this work. The
motion of the “branches” of this junction structure, driven by the
diffusion of the constituent carbon atoms on the Ni(111) terrace,
then initiated the ring formation process. Figure 2b,c shows an
explicit example of this process between 2.5 and 50 ps. In this
case, a single Y-junction was generated at 2.5 ps. Its subsequent
collapse to a pentagon, and its subsequent interaction with
neighboring linear carbon chains, culminated in the formation
of a conjugated 6�5�5�7 carbon ring structure (i.e., adjoined
6-, 7-, and two 5-membered carbon rings). Ultimately, after 50 ps
the structure annealed to one in which only a single hexagon was
observed. In effect, therefore, the structure thus formed was
almost a pristine sheet of a pentagon-heptagon-rich Haeckelite.

This ring formation mechanism, depicted schematically in
Figure 4, resembles closely the SWCNT cap nucleation mecha-
nism on transition metal nanoparticles,36,40,41 as well as the initial

Figure 4. Schematic depiction of sp to sp2 carbon conversion via the
pentagon-first mechanism, the initial stage of carbon network nuclea-
tion. Black arrows indicate intermediate divalent carbon atoms posses-
sing unpaired σ-electrons.

Figure 2. Snapshots of trajectories 6h (a�c, left, Haeckelite) and 7g
(d�f, right, graphene) at 0, 2.5, and 50 ps, respectively. The location of
the periodic boundary is indicated by the red line. The circle in part c
denotes an area of late ring collapse from a Y-junction.

Figure 3. Average Mermin free energy during the first 5 ps of graphene
and Haeckelite nucleation. All data averaged over 10 trajectories,
respectively. Following this period, the latter system is on average ca.
0.1 eV higher in energy per carbon atom compared to graphene. This
indicates that such Haeckelite systems are potentially metastable
structures formed during graphene nucleation.
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steps of fullerene nucleation from carbon chains.48,49 This is
despite the use of a different active precursor (C2) in the present
work: our previous simulations of SWNT nucleation from Fe-/
Ni-carbide nanoparticles,50 in which the precursor carbon was
effectively atomic carbon, yielded an identical mechanism to that
presented here. Notably, all observed sp2 carbon network
nucleation events begin with the formation of a Y-junction,
which correspond in low carbon density situations to the C4

“star configurations” described recently elsewhere.33 Pentagon
formation is driven by the motion of two Y-junction branches.
However, the formation of an isolated pentagon is endothermic
in vacuum by more than 1 eV. This endothermicity arises from
the two divalent carbon atoms being forced to assume bond
angles near 108�, leading to a change in hybridization from sp to
sp2, yet the dangling σ-bond pointing outside the pentagon
remains (indicated by arrows in Figure 4). Although the analo-
gous hypothetical pentagon formation process on a Ni(111)
surface is equally endothermic due to the required surface
deformation energy, the Ni�carbon interaction energy is en-
hanced by ca. 2 eV in comparison to the Y-junction. The effect of
the metal on the stability of carbon structures during the
nucleation process is therefore immediate. We note that surface
Ni atoms partially move out of the surface to facilitate this
stabilizing effect on the dangling carbon σ-bonds. Interestingly,
the flat catalyst surface does not impede the formation of the
initial pentagon, which usually introduces positive curvature into
graphitic surfaces. Rather, on a flat surface, the positive curvature
of the pentagon has to be compensated by an adjacent polygon

with negative curvature. Heptagons associated with negative
curvature are therefore the ideal polygonal shapes that are
preferred in the immediate vicinity of a pentagon. Thus, the
structures formed in trajectories 1h-10h resembled closely that of
Haeckelite islands; i.e., they were composed predominantly of
pentagons and heptagons. The curvature of the networked
carbon structure was therefore effectively zero, and hence
matched that of the flat Ni(111) surface.

We will now discuss the reaction observed in the template-
containing G model system. The structures of trajectories 1g-10g
following 50 ps of SCC-DFTB/MD simulation are shown in
Figure 5. We find that with the coronene-like template more
graphene-like structures (with less defects) are formed in com-
parison to the H model. We however also noticed that some
coronene-like templates suffered outer ring transformation from
six- to five-membered rings, such as those visible in trajectory 1g,
2g, 4g, and 5g. Since the final carbon coverage is ∼83 mol%
instead of 100 mol%, there are still some polyene chains available
for further ring formation. The rough time evolution of the
representative trajectory 7g is shown in Figure 2d�f. This
trajectory is also featured in Movie S2. The average ring popula-
tions of newly formed polygonal carbon rings observed in
trajectories 1g-10g as a function of time are shown in Figure 6b.
Ring populations of individual trajectories 1g-10g are displayed in
Figure S4. As was the case with trajectories 1h-10h, we found that the
reaction resulting from C2 adsorption in trajectory 7g proceeded
extremely rapidly. This fact is also reflected in Figure 6b, which
shows the populations of polygonal carbon rings for trajectories 1g-
10g. As was the case in the Haeckelite model systems, it was once

Figure 5. Geometries of trajectories 1g-10g following 50 ps SCC-DFTB/
MD simulation.

Figure 6. Average populations of newly formed carbon rings during
50 ps SCC-DFTB/MD simulation for (a) trajectories 1h-10h and
(b) trajectories 1g-10g.
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again evident that the rapid ring formationmechanismwas driven by
the preceding formation of extended carbon chains on the Ni(111)
surface. A comparison of Figure 6b with Figure 6a shows that the
coronene-like fragment acted as a “template”, which facilitated a
more exclusive production of 6-membered rings at the expense of 5-
and 7-membered rings, and significantly impeded the formation of
4-membered rings. In the case of trajectory 7g, only a single defect
ring (a heptagon) can be observed in the extended sp2 carbon
network after 50 ps. Since overall ring production was therefore
reduced, the number of network-participating sp2 carbon atoms at
the final stage was smaller in the presence of the coronene-like
fragment. It appears that the formation rate of Haeckelite islands is
greater than that of graphene, at least under the present high carbon
density conditions.

It is useful at this point to compare and contrast the structures
generated in this work to “ideal” Haeckelite and graphene
structures. We have done this via the dimensionless quantity,
η, denoted as the “Haeckelite index”

η ¼ n5 þ n7 � n6
n5 þ n7 þ n6

ð1Þ

where nm are the numbers of m-membered rings in a sp2 carbon
network. For ideal graphene and Haeckelite structures, η is equal
to�1 and +1, respectively. Thus, for an arbitrary sp2-hybridized
carbon network, η may vary continuously on [�1, 1], and
provides an indication as to the nature of the network. In
particular, if η is positive, the structure is Haeckelite-like, whereas
if η is negative, the structure is graphene-like. The computed
average Haeckelite indices, Æηæ, for the Haeckelite (H) and
graphene (G) model systems during the period of reactive
network formation are shown in Figure 7. Computed η for
individual trajectories 1h-10h and 1g-10g are provided in Figures
S5 and S6. The template effect of the coronene fragment on the
carbon ring formation process is immediate from this figure, with
Æηæ for trajectories 1g-10g suggesting that these structures are
more graphene-like compared to those in trajectories 1h-10h.
Comparison of the average Mermin free energy of both model
systems, however, indicates that the formation of graphene, as
opposed to Haeckelite, is an energetically more favorable pro-
cess. For example, Figure 3 shows that, throughout the period of
reactive network formation, the average Mermin free energy of
the Haeckelite model system was larger than that of the graphene
model system. Since stoichiometries of both model systems were
identical, this comparison indicates that graphene is a more
optimal structure compared to Haeckelite, as may be expected.

We note that the difference in average Mermin free energies
between G and H models is only about 0.1 eV, whereas this
difference is far more pronounced between defect-free graphene
and Haeckelite with roughly 0.3 eV.8

4. CONCLUSIONS

The present QM/MD simulations have shown that graphene
nucleation begins with the formation of a pentagon from carbon
chains, even on a perfect metal terrace. This result is surprising,
counter to chemical intuition, and requires explanation: in response
to the flat carbon distribution on a flat surface, carbon condenses
initially in the formof a planarHaeckelitewith alternating pentagon�
heptagon structure. The free energy profiles of Figure 3 indicate that
if the environmental temperature exceeds the kinetic barriers for
Thrower�Stone�Wales transformations,51 Haeckelite will even-
tually anneal to graphene. The time scale for Haeckelite to graphene
transformation is probably rapid on experimental time scales, but
dramatically exceeds the 50 ps time scale of the present MD
simulations. Nevertheless, recent tight-binding Monte Carlo
(MC) simulations52 have reported precisely such annealing,
since MC calculations avoid the problem of high energy barriers.
The Haeckelite islands, nucleated in the absence of a hexagonal
network, can therefore be interpreted as an intermediatemetastable
state, where graphene crystallization follows Ostwald’s “rule of
stages”.53 SinceHaeckelite is intrinsically metallic, irrespective of its
edge structure, our simulations suggest that it might be worthwhile
experimentally to attempt its synthesis by depositing for instance
hot polyynes on cold metal surfaces. Care should be taken that the
metal surface remains free of hydrogen.

To the contrary, if a hexagonal seed nucleus is present among
the carbon chains, such as coronene-like C24 islands that were
recently identified experimentally by Wang et al.,29 graphene
growth proceeds in a more straightforward manner via the
extension of the hexagonal lattice, and the graphene formation
will involve less annealing via Thrower�Stone�Wales transfor-
mations. We therefore expect that high-quality graphene growth
should dramatically benefit from the presence of hexagonal seed
carbon clusters on the catalyst surface.
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